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Abstract

The continuing decrease in dimensions and operating
voltage of transistors has increased their sensitivity against
radiation phenomena making soft errors an important chal-
lenge in future chip multiprocessors (CMPs). Hence, new
techniques for detecting errors in the logic and memories
that allow meeting the desired failures-in-time (FIT) budget
in CMPs are required.

This paper proposes a low-cost dynamic particle strike
detection mechanism through acoustic wave detectors. Our
results show that our mechanism can protect both the logic
and the memory arrays. As a case study, we also show how
this technique can be combined with error codes to protect
the last-level cache at low cost.

1. Introduction

The reliability, availability and serviceability (RAS) of
systems to perform to customer expectations are strongly
related to how the system is designed to respond to both
hard and soft failures. The exponential growth rate of on-
chip transistors, the lower voltages, and the shrinking fea-
ture size make current processors vulnerable to transient
faults caused by particle strikes. Therefore, a single radi-
ation such as neutrons coming from outer space can cause
a transient error [4]. Since these transient errors occur due
to an incorrect charge or discharge of an intermediate ca-
pacitive node, they do not cause permanent failure in the
hardware and hence are termed soft errors (SER) in the lit-
erature.

Constantly shrinking dimensions and operating voltages
of transistors has increased their sensitivity against radia-
tion phenomena making SER an important challenge in chip
multiprocessors (CMPs). Moreover, the total failures-in-
time (FIT) per chip will increase due to larger arrays and
increased number of cores per area [18]. Hence meeting the

desired FIT budget for current and future CMPs is a major
challenge.

Techniques for protecting memories against faults in-
clude the use of parity and error correcting codes. However,
the capacity of caches like last-level cache (LLC) is grow-
ing. This leads to a rise in the probability of having mul-
tiple particle strikes since cache lines usually spend more
time sitting in the cache before they get accessed again. As
a consequence, designers are forced to use stronger codes,
which implies higher costs in terms of area, power and la-
tency. Another challenge to reduce the current FIT rate is
protecting the logic. Since memories are already protected,
unprotected logic elements are the current main contribu-
tors to the majority of the FIT budget. Therefore, designers
have an acute need to protect them.

This paper proposes a low-cost dynamic particle strike
detection mechanism through acoustic wave detectors. In-
stead of relying on codes or some kind of redundancy, we
deploy a set of detectors on silicon that allows locating the
exact position of particle strikes. The potential of this so-
lution is twofold: (i) it can detect errors on all the current
unprotected logic at a very low cost, and (ii) it can decrease
the growing costs of protecting large memory arrays. More-
over, the proposed mechanism can stand alone or it can be
integrated smoothly with other end-to-end error detection
techniques.

In summary, the principal contributions of this paper are:

e We develop an architecture that detects and locates par-
ticle strikes on a processor based on acoustic wave de-
tectors. We first introduce the structure of such detec-
tors, and later propose the architecture to deploy them.

e We propose a new methodology that uses the acous-
tic wave detectors to precisely locate particle strikes.
Our solution is based on measuring the time difference
of arrival across different detectors, generate a set of
hyperbolic equations, and solve them. We discuss the
different trade-offs in terms of cost versus precision.



e We thoroughly evaluate our proposed architecture un-
dertaking a case study of the LLC of Core™i7-like
processor. Additionally, we propose a new solution
that combines acoustic wave detectors with error cor-
recting codes in such a way that we decrease the to-
tal cost of the protection mechanism while giving the
same reliability levels.

The rest of the paper is structured as follows: Section 2
reviews some relevant related work. Section 3 explains how
we can build acoustic wave detectors that detect particle
strikes. Section 4 details our architecture that uses such
detectors to locate particle strikes. We evaluate our pro-
posed architecture in terms of coverage and overheads in
Section 5. Section 6 presents a new protection mechanism
for a LLC that combines our architecture with error detec-
tion and correction codes. Finally, a summary of main con-
clusions is presented in Section 7.

2. Related Work

In this section we review the basic works on soft error
protection for memory arrays and logic.

The most effective method of dealing with soft errors in
memory components is to use codes for error detection and
correction. Parity, SECDED and DECTED are examples of
such codes [18]. Bit interleaving [16] can be used to demote
the spatial multi-bit fault to several single-bit faults, then
simple encoding techniques can correct the several single-
bit faults separately [13, 14, 21]. Temporal multi-bit fault is
the cumulative effect of several single-bit faults in a period
of time. For temporal multi-bit errors, cache scrubbing [19,
26] techniques will be more effective.

Execution redundancy is a widely used technique to de-
tect errors in the logic, either using the multithreading ca-
pabilities [20, 25] or the inherent hardware redundancy in
CMPs [29]. Reis et al. proposed using hardware-software
hybrid schemes which achieve fault tolerance by replicating
instructions at the compiler level and using hardware fault
detectors that make use of this redundancy [23, 24]. Repli-
cating parts of the core has also been explored. DIVA [1]
uses a simple in-order core as a checker for an out-of-order
core.

3. Background: Radiation Interaction with Sil-
icon Surface

Ultra-high energy particles from intergalactic sources in-
teract with atmospheric nuclei and create a number of cas-
cades of many nucleons such as neutrons, protons, pions,
muons, etc. These particles strike silicon devices randomly
in time and location. When the particles hit the silicon de-
vices they generate electron hole pairs resulting into gen-

eration of charge. Neutrons are the dominating among all
of the secondary particles and can corrupt a data bit stored
in the memory (i.e., SRAM) or create a glitch in any gate
in combinational logic. Since these errors have a non-
permanent nature, they are termed soft errors.

In this section we introduce acoustic wave detectors as a
method to detect such particle strikes. We first explain how
particle strikes generate sound on the silicon surface. We
then explain how we can detect that sound, and then how to
build acoustic wave detectors in silicon with cantilevers.

3.1. Generation of Sound Waves

The primary interaction by which cosmic particles in-
duce soft errors is the induction of silicon recoil [3]. When
a high-energy particle collides with a silicon nucleus, it can
transform enough energy to knock the nucleus from the lat-
tice.

Recent studies [2, 3, 8, 12] show that particles with recoil
energies of 10MeV or higher are capable of causing upsets
in the circuits. When a cosmic ray collides with a silicon
nucleus this energy is released in a very short span of time
(< 1ns). This rapid recombination process results into a
cloud of phonons spreading out of the impact site. Hence
the cosmic ray is transformed into an intense sound wave as
shown in the Figure 1(a). Such an acoustic wave travels at
the speed of 10km/s on the silicon surface [7].
3.2. The micromechanical ears: Acoustic
Wave Detectors

We propose to use cantilever like structures [10, 11] as
an acoustic wave detector to detect particle strikes through
the sound they generate. To be able to detect the impact of
the cosmic particle, the cantilevers must perform two con-
tradictory tasks:

1. They must absorb as much energy as possible result-
ing due to the collision. This implies a thick pliable
structure composed of a high density, high-Z! mate-
rial, such as gold.

2. For efficient detection at a distance and to avoid ther-
mal noise the pliable structure must maximally de-
flect for the given energy deposition. Thus, the levers
should be light in weight and highly flexible.

Figure 1(b) shows the typical structure of an acoustic
wave detector. These devices are rectangular structures of
beams and plates on the silicon surface. A doped polysili-
con grounding layer forms the lower plate of the sensing ca-
pacitor. Silicon oxide serves as the isolating layer between
lever and substrate. The fabrication and placement of these

High impedance.
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Figure 1. Transformation of particle strike into acoustic wave and structure to detect it

detectors on the surface of active silicon can be performed
without much complications [11].

The particle strike is detected by the change in the ca-
pacitance of the gap between the cantilever and the ground
pad of the detector structure shown in Figure 1(b). A simple
capacitance detector can be designed based on a relaxation
oscillator [5]. A simple microcontroller can be used for the
same purpose. More accurate and faster capacitive detectors
circuits can be constructed that are able to detect changes in
capacitance on the order of 10 attofarads [30].

The length of the cantilever beam is very important in
detecting the cosmic particle strike. Too long or very small
lever dimensions would not be efficient in detecting the de-
sired particle strikes. For instance, at 45nm technology, any
particle strike that will result into a silicon recoil energy
lesser than 10MeV will not induct enough charge to create
an upset in the memory [2, 3]. Therefore, we need to size
the cantilever accordingly, in such a way that it only detects
particle strikes that result into a silicon recoil energy larger
than 10MeV and therefore avoiding false positive detection.

The proposed cantilevers occupy an area of one square
micron [12], which is roughly the area of one bit (a typical
6T SRAM cell) at 45nm. The cantilever is designed such
that it detects particle strikes that generate silicon recoil
with more than 10MeV energy. The cantilever can detect
up to 0.3 mW/cem?2, which is the sound wave peak power at
a distance of Smm from the source of the sound [12]. This
means that our selected cantilever can cover an area of 78.5
square millimeters. This area is equivalent to the die area
occupied by the last-level cache in a Core™i7 microarchi-
tecture at 45nm technology [6].

In this work, the fundamental idea is to detect the particle
strikes via mechanical deflection of acoustic wave detectors.
The potential of the detectors will be exploited by: (i) de-
tecting errors in the unprotected logic and therefore, reduce
the silent data corruption (SDC) FIT rate, and (ii) deploy-
ing less number of detectors than the required parity/ECC
bits and accurately localizing the particle strikes/bit flips in
memory arrays.
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Figure 2. Strike detection

4. Detection and Localization of Particle
Strikes

The previous section discussed the use of cantilevers for
detecting the existence of particle strikes on the silicon sur-
face. However, accurately locating the particle strike is
somewhat more involved. In this section, we discuss how to
use the acoustic wave detectors in order to precisely locate
the partice strike. We will answer the following questions:
(1) how many acoustic wave detectors are required to be able
to locate the particle strike?, (ii) where should the acoustic
wave detectors be placed?, (iii) what would the accuracy of
the found location be?, and (iv) what would the latency in
detecting the particle strike be?

4.1. Overview: Estimating the Location of
the Particle Strike

Let us assume that one particle strikes at location
(X4,Y,). Therefore, a system of two equations is required
to solve both unknowns. Unlike GPS, any apriori knowl-
edge of the spatio-temporal information about the impact-
ing particle strike is unavailable. This means that we do
not know the actual time span between the particle strikes
and the detectors trigger. The only information we have
is the relative time difference of arrival (TDOA [28]) of the
acoustic wave generated by the strike between the detectors.
Hence, minimum three detectors are needed: with three de-
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Figure 3. Timeline of the events following the
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tectors we obtain two TDOA measurements, which opens
the door to write the two required equations.

Hyperbolic position estimation. The estimation of the
location is a three stage process. The first step is placing
the acoustic wave detectors. They can be placed on or off
the chip but on the same silicon surface. Notice that the
coordinates of the acoustic wave detectors are known.

In the second stage we measure the TDOAs of the sound
between pairs of detectors through the use of time delay es-
timation. In the last stage, the estimated TDOAs are trans-
formed into range difference measurements between the de-
tectors. This gives a system of nonlinear hyperbolic equa-
tions. Once the equations are formed, efficient algorithms
are applied to produce a solution to these nonlinear equa-
tions [9]. At the end of the process the solution results in
the estimated position of the particle strike.

4.2. Example

To better illustrate the particle strike detection and local-
ization problem, a simple case of particle strike localization
using 3 acoustic wave detectors is discussed.

Figure 2 displays three acoustic wave detectors (57, So
and S3) placed at known coordinates (X1,Y7), (X2,Y2) and
(X3,Y3) respectively on the surface of the cache. Now, let’s
assume that a particle strike occurs at an unknown time 7'
at unknown location (X,,Y,). As shown in Figure 2, d;, ds
and d3 are unknown absolute distances from the detectors
S1, S and S3. Once the strike has occurred, the ripples of
phonons will traverse outward in a circular manner and the
closest detector from the strike will trigger first. In this case
S1 will trigger at instance ¢;. After that, as the phonons
traverse further, other detectors So and S3 will trigger at
instances to and t3 respectively. A timeline of the events is
shown in Figure 3.

4.3. Obtaining TDOA

Figure 4 shows a simple system which can measure the
timing differences of the acoustic waves’ arrival. The hard-
ware consists of an asynchronous control (e.g., a multiple
input OR gate) which generates a single signal out Enable.
Enable is high whenever one of the triggered detector raises
a flag, and activates the sequential counter that counts the
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Figure 4. Strike detection hardware/firmware
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Figure 5. Sampling errors in the measure-
ments of the time difference of the arrival at
the acoustic wave detectors

number of clock pulses between two consecutive trigger-
ing detectors. The counter runs at the sampling frequency,
which is a parameter of the design.

As the speed C, at which acoustic waves traverse on the
silicon surface is known (recall Section 3.1), using the mea-
sured timing differences of the arrival of the acoustic waves
it is easier to compute the distance differences AD,.

Errors in measurements. The effect of errors in the
measurements of timing differences due to the sampling fre-
quency cannot be ignored. We use the example depicted in
Figure 5 to illustrate such case: the three detectors Si, S
and S3 are in synch with each other and are being sampled
at the rising edge of the clock with sampling period ¢,,. The
actual arrival times of the acoustic wave generated due to
particle strike at detectors Sy, S and S5 are t1 4, t24 and
t3a respectively. However, the signal will be read only at
the rising edge of the clock pulse (i.e., at the instances ¢; g,
tor and t3gr) by the detectors. This introduces error in the
measurements of the time differences.

Error can be modeled according to the next equation;
let’s assume a particle strike occurring at an unknown in-
stance T" and sampling period ¢,. The sampling error e, at



the acoustic wave detector .S can be given by:

es =ty — [(T 4+ t;a) mod (¢,)] (1)

Notice that e; € [0,t,). Hence, the error in the time
difference of arrival of the acoustic wave between detectors
Si and Si+1 is €s; € (*tp,tp).

4.4. Generating TDOA Equations

Once we know how to obtain the TDOA data, next step is
generating the equations that describe the localization of the
particle strike. We sort detectors based on their proximity
to the source of the signal (i.e., the order in which they trig-
ger), S; being the closest detector and .S,, the furthest one.
(X4, Y,) denotes the unknown source location and (X, Y;)
indicates the known location of the i detector.

A general model for the two dimensional (2-D) location
estimation of a source using N detectors is adapted from [9],
where the mathematical problem is to estimate (X,,Y5)
given the detector positions and the TDOA readings. First,
we define the squared euclidian distance between the source
and the i*" detector:

Dio =/ (Xi — X2)2 + (Y; — Ya)? 2)

Next we derive the range difference AD;, between de-
tectors S; and S;y1

ADia = Dia - D(iJrl)a
- VXXV
V(X1 = Xo)2+ (Vi1 - Y22 (3)

Now, we can set up our set of equations based on the
TDOA measurements AT}, between detectors S; and .S; 1

ADjy =Cp#ATjg+e,,i=1...N—1 (4

where C), is the speed of the sound-wave on the silicon
surface. Notice that if N is larger than 3, we will have
an overdetermined system (i.e., more equations than un-
knowns).

4.5. Solving TDOA Equations

In this section we will explain how we solve the set of
equations and estimate the location of the particle strike. A
high-level algorithm is shown in Algorithm 1.

Lines 1-5 show the required inputs for solving the equa-
tions. The number and location of detectors, as well as the
statistical distribution of the error measurements is infor-
mation known at design time. The TDOA measurements
are calculated online as explained in Section 4.3.

Algorithm 1 System level algorithm of hyperbolic location
estimation
1: INPUT: Number of total detectors — N.
2: INPUT: Locations of the detectors — (X;,Y;), where i =
1;2;..5N.
3: INPUT: Range difference between receivers — AD,,, where
i=1...N—1.
4: INPUT: Error in TDOA e, € (—tp, tp).
5: INPUT: Error covariance matrix — R = [es,].
6: Identify triggered detectors.
7
8
9

: Generate hyperbolic equations.
: Linearization — A = Z + FE
: Gauss-Newton-Interpolation [( X, Ys), N, (X, Y:), A, 0, Z]
10: while (6, # 0,6, # 0) do
11: [dz,0y] — LSQR((A),(Z))
12 Xy Xy +02,Y, < Yy, + 0y
13: end while
14: Compute Q = [ATR™'A]"!, CEP
15: OUTPUT: Area of Error Distribution
16: OUTPUT: Radius of the circle(CEP), center (X, Ys)

First step of the algorithm is generating the equations
(lines 6-8). Equation 3 (and therefore, the set of equa-
tions 4) is nonlinear in nature. We opt to linearize these
equations through Taylor-series expansion and retain the
terms below second order [9].

The system of equations is solved by the iterative LSQR
algorithm [22] (lines 9-13). In order to estimate the solu-
tion, we keep iterating until 6, — 0 and 0, — 0. Each
new iteration is updated through X, <+ X, + é, and
Y, <Y, +4,.

Estimation of the error. Last step is calculating the er-
ror in the obtained position estimate (line 14). We use cir-
cular error probability (CEP) to express the area of the error
distribution of the final estimation of the position [17]. Us-
ing the Rayleigh’s method for approximating the CEP [17],
it is possible to guarantee that actual strike location will al-
ways fall within a circle with the center at the obtained es-
timated location and the radius equal to the 3 x CEP.

Mapping spatial multiple bit upsets. Spatial multi-bit
errors occur when a particle strike affects adjacent bits [27].
Our scheme takes them into account in a very easy manner.
We assume that a set of templates for the shape of the up-
sets caused by a particle strike are available. Then, we only
need to map on top of the perimeter of the 3*CEP circle the
templates, and therefore, extend the area of affected bits.

4.6. Runtime Calculation

We propose to generate and solve the equations in soft-
ware. Once the first detector triggers, we stall the proces-
sor and obtain all TDOAs. Once all TDOAs are ready, we
execute the algorithm to generate and solve the equations.
This code is stored in firmware (along the position of all
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Figure 6. Placement of detectors in mesh formation

detectors) and is transparently run in any of the cores of
the processor. The preferred option is to run it in one core
that is not triggering the error to facilitate the error recov-
ery if necessary, but it could also be run in the same core
with some checkpointing. The impact on the performance
of active tasks and user experience would be minimal, since
generating and solving the equations takes around 0.1ms in
a Core™j7 processor.

5. Locating Errors in the Last-Level Cache

In this section we demonstrate the utility of the can-
tilever detectors by detecting and locating particle strikes in
the LLC of a Core™j7-like processor. The cache is SMB,
16-way and has rectangular shape with the surface area of
78mm?. Monte-Carlo experiments consisting of 1048 ran-
domly distributed particle strike locations in space and time
have been performed.

Next, we will discuss the placement of the detectors, and
how the number of detectors and the sampling frequency
impact the error in the estimation.

5.1. Detectors Location

After trying different configurations, we have opted to
place the detectors in a mesh.

Figure 6 shows the placement of acoustic wave detectors
in mesh formations on LLC. Two formations, 5x3 and 6x6,
are shown. Each node in the mesh represents an acoustic
wave detector. For all the meshes m x n the area of cache
is split into m — 1 equal parts along the X-axis and n — 1
equal parts along Y-axis.

We have evaluated different mesh configurations. For
that experiment, we have opted for the most basic overde-
termined system of 3 equations. Therefore, we need to con-
struct a mesh that guarantees that for all possible particle
strikes, at least 4 detectors trigger (recall that only the de-
tectors that are placed within Smm of the particle strike will
be able to detect the strike). Our studies show that the min-
imum configuration is a mesh with 15 detectors, 5x3. In
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Figure 7. Worst-case error area for different
mesh configurations when building 3 equa-
tions

those configurations where more than 4 detectors trigger,
we take the first four detectors.

Figure 7 shows how the number (and placement) of de-
tectors impact the error area (in terms of 3*CEP). As one
can see, using only 15 detectors yields a large error area
of 947 bits, which is a 3*CEP radius of 17 bits. However,
when we change to a 6x3 mesh, area is extremely reduced to
a radius of 3 bits. It is also interesting to note how increas-
ing the number of detectors does not increase the quality of
the solution, since solution is more affected by the location
of the detectors. For instance, using 36 detectors through a
6x6 mesh yields a 3*CEP radius of 5.4.

5.2. Effect of Number of Equations on Ac-
curacy

In this section, we assess the impact of the number of
equations on the 3*CEP error area. For that purpose, we
choose a 6x6 mesh because it guarantees that at least, 10
detectors detect the particle strike. We also assume a 2GHz
sampling frequency.

Figure 8(a) shows the obtained error area for the 6x6
mesh. We show results for three different algorithms that se-
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lect the detectors when more detectors than necessary trig-
ger: (i) choosing the closest, (ii) the farthest and (iii) choos-
ing randomly. Result shows that for all the choices, select-
ing the closest detectors is the most accurate option. This is
because the nearest detectors are placed at locations where
it was possible to generate better TDOA measurements be-
tween two detectors and the LSQR method could reach to a
more accurate solution.

Once we select the closest algorithm, we can observe that
increasing the number of equations has a very important im-
pact on the error area. It can be seen that for the closest se-
lection of detectors for the given 6x6 mesh (M=36) increas-
ing the used detectors from 4 to 10, the error area reduces
by a factor of 3 (see Figure 8(b)).

We show in Table 1 the best configurations observed; we
consider different mesh configurations and number of equa-
tions for each of them. Third column of the table shows the
minimum number of detectors that trigger upon the particle
strike. Fourth column shows the number of detectors used
to set up the equations. Last column shows the worst-case
error observed for the 1048 particle strikes. Although the
best error area is obtained by setting a 6x6 mesh and using
10 detectors, the complexity of setting and solving the equa-
tions makes it too expensive. Therefore, we conclude that
the best trade-off is obtained by setting a 5x3 mesh using 5
acoustic wave detectors and setting up 4 different equations.

5.3. Effect of Sampling Frequency on Accu-
racy

The effect of altering the sampling frequency over the
final error area is also studied thoroughly. Figure 9(a) shows
the impact of sampling frequency on the worst-case error
area for all best configurations described in Table 1. The
results indicate that doubling the frequency from 2GHz up

to 4GHz reduces the error area by 3.5x.

We detail the best configuration described in previous
section (a 5x3 mesh employing 5 detectors) in Figure 9(b).
We can see that increasing the sampling frequency reduces
the error area; doubling the frequency from 2GHz up to
4GHz reduces the worst-case error area from 38 bits down
to 11 bits (i.e., a radius of 3.4 bits down to 1.8 bits).

5.4. Error Area Granularity

Due to the errors in the TDOA measurements caused by
the sampling frequency, the location of the particle strike
is given as estimated (X, Y') coordinates and an estimation
of the error area (3*CEP) that contains the actual location
of particle strike. So far we have discussed the errors in
terms of bits. However, these errors can be easily mapped
to bytes or a cache lines. For instance, the worst-case error
of 38 bits that we estimated for a 5x3 mesh employing 5
detectors at 2GHz sampling frequency would map in the
worst-case on 8 different cache lines, assuming that there
is no space between them (38 bits is a 3*CEP radius of 3.4
bits). It is also interesting to note that we can detect whether
the particle strike occurred on the cache or it struck on the
logic elsewhere on the die area.

5.5. Detection Latency

Detection latency can be defined as the time until the
first detector triggers following a particle strike. Smaller
detection latency will make it easier to contain the errors,
since the sooner we detect the error, the sooner we can take
the right actions.

As it is discussed in section 3.1, the sound wave traverses
the silicon lattice at 10km/sec. This means that if only one
acoustic wave detector was used, in the worst-case a particle



Mesh #Detectors ~ Minimum #Detectors ~ #Detectors used Worst
Configuration in Mesh for each strike for algorithm Error (#bits)
5% 3 15 5 5 38
6 x 3 18 4 4 42
5 x4 20 6 6 39
5%x5 25 8 7 38
5x%x5 25 8 8 36
5x6 30 9 9 36
6 X6 36 10 10 30

Table 1. Configuration of mesh and number of detectors used in solving equations (best choices)
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Figure 9. Impact of sampling frequency on error area

strike occurring at Smm away would be detected in 500ns
(or 1000 cycles in a processor running at 2GHz).

Figure 10(a) shows the worst-case latency observed for
the different mesh configurations. As one can observe,
adding more acoustic wave detectors significantly helps in
reducing the detection latency. Therefore, we have consid-
ered the option of adding, on top of the detectors deployed
for precise estimation of location, a set of detectors to min-
imize the detection latency.

We show the results in Figure 10(b), where the 5x3 mesh
is considered for estimating the location. We observe that
the number of detectors required to reduce the worst-case
detection latency increases exponentially. The sweet point
is adding an extra 23x7 mesh (161 extra detectors), which
allows reducing the detection latency down to 100 cycles.

5.6. Summary and Overheads

The results confirm that the overdetermined system of
equations (i.e., when using more than 3 detectors and setting
more than 2 equations) reduces the worst-case error area by
a huge margin. We have also shown the impact of the sam-
pling frequency on the behavior of the error area. Increasing
sampling frequency reduces the sampling error in the mea-
sured TDOA. Raising sampling frequency from 2 GHz to
4 GHz, reduces the sampling errors by a factor of 2; this

reduction reflects into a worst-case error area reduction of
3.4x.

Overall, our results confirm that increasing the sampling
frequency is more effective than increasing the number of
equations. For instance, a system that uses 3 equations (e.g.,
6x3 mesh) sampling at 4 GHz is a better option than a sys-
tem using 9 equations (e.g, 6x6 mesh) with the sampling
frequency of 2 GHz.

Finally, we have also discussed the impact of the num-
ber of detectors on the detection latency. We have con-
cluded that the most effective design is the one that uses
two independent meshes: a small mesh for precise location
of the strike, and a somewhat larger mesh for detection la-
tency. The optimum configuration for the LLC, is to set a
5x3 mesh and an overdetermined system of equations of 4
equations, which gives a worst-case error area of 38 bits.
We also add a 23x7 mesh for detection latency, resulting in
a latency of 100 cycles for a processor running at 2GHz.

Overheads. The proposed solution will make use of two
different meshes. The 5x3 mesh will be used to obtain the
TDOA. In that case, the hardware mechanism explained in
Section 4.3 will consist of 15 detectors (i.e., roughly 15 bits
area), and a 2-level OR tree to generate the Enable signal.
The tree will use 6 3-input OR gates and 2 2-input OR gates.
The worst-case TDOA is 765 clock pulses. Hence, a 10-bit
counter is necessary.
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Figure 10. Worst-case detection latency for a processor running at 2GHz

We will also use a 23x7 mesh to minimize the detection
latency. On one hand, it requires 161 detectors (i.e., roughly
161 bits area). On the other hand, we will need a 4-level OR
tree to generate the detection signal. Such tree is composed
of 66 3-input OR gates and 28 2-input OR gates. Notice that
in this case we do not require a counter since we only want
to signal the presence of the strike.

6. Case Study: Reducing Error Detection
Codes Complexity

In this section, we describe how the implementation pro-
posed in Section 5 would interact with the normal operation
of a processor and which are the most important challenges
for achieving high levels of error protection and error con-
tainment. Later, we combine our mechanism with error de-
tection and correction codes and compare it with a mecha-
nism that solely uses error detection and correction codes.

6.1. Cache Protection with Acoustic Wave
Detectors

In order to detect particle strikes in the cache, we use
the configuration outlined in Section 5.6: a 5x3 mesh, an
overdetermined system of equation of 4 equations, and a
23x7 mesh for reducing the detection latency. Assuming a
2GHz sampling frequency the worst-case error area is 38
bits (it spans 8 cache lines). The worst-case detection la-
tency is 100 cycles. Once the first detector triggers, the pro-
cessor stalls and our system calculates the location of the
particle strike.

Notice that particle strike rate with recoil energy >
10MeV is not very high [2, 3, 8, 12]. Hence, the proba-
bility of consecutive particle strikes in a time span of 100
cycles is practically zero.

Reaction upon a particle strike. Once we know the es-
timate of the localization of the particle strike and the error
area, it is time to take the appropriate actions to provide,
when possible, fine-grain error detection, error correction
and error containment. The challenges are:

1. We need to provide recovery capabilities; if the particle
strike has occurred on a dirty line the detectors cannot
recover them since the location accuracy is not at a bit
level.

2. We need to provide containment; if a read to a cache
line or eviction of a dirty cache line happens during the
worst-case 100 cycles detection latency, the error may
propagate through the architectural state.

Next, we will consider the case when a cache is protected
only with acoustic wave detectors, and the more reasonable
case when they are deployed with protection codes.

6.2. Standalone Acoustic Wave Detectors

Once the particle strike has been localized, the error area
would be in the worst-case 8 cache lines. This means that
we would have 8 potential cache lines where the particle
could have hit. We propose to go line by line within the
error area provided by the localization algorithm and clear
them: since we assume that protection code is not used, we
invalidate the cache lines just in case. If any of the lines is
dirty, no recovery would be possible and we would need to
throw a machine check architecture (MCA) exception.

Techniques such as early write back [15] may help
in providing recovery by minimizing the number of dirty
cache lines. However, the impact on performance is out of
the scope of this paper and we leave this evaluation for fu-
ture work.

Error containment is somewhat more involved. In the
worst-case, detectors would trigger 100 cycles after the par-



ticle has hit the cache. This means that any data (assum-
ing the cache does not have error codes) leaving the cache
may have a bit flip. For cache lines being evicted, this can
be easily solved using a victim buffer that delays write to
main memory for 100 cycles. On the other hand, data being
served to the processor would reach the head of the reorder
buffer much earlier than those 100 cycles. A good option to
contain the error would be stalling the commit of the load
instruction (with its corresponding impact on performance)
or enabling checkpoint mechanisms. Again, this study is
out of the scope of this paper and we leave it for future anal-
ysis.

Next, we will explore combining acoustic wave detectors
with regular codes. This combination of protection mech-
anisms will improve error recovery, error containment and
protection against hard faults.

6.3. Acoustic Wave Detectors with Error
Codes

The baseline implementation is the same as explained in
the previous section: once the error is localized, we would
go line by line within the error area provided by the local-
ization algorithm and clear them. Unlike the previous case,
now we have the option of using the error code present in
the cache line to clearly identify which is the line affected.
If the code offers the correction, we would correct the cache
line (the benefits would be similar to those of cache scrub-
bing [19, 26]). If code only offers detection, we would still
need to invalidate the affected cache line.

Combining detectors with error codes offers two other
benefits: (i) error codes allow us to contain the error when
the cache line is evicted or read before the detectors trigger,
and (ii) they allow us to identify if an error is caused by a
hard fault or particle strike. If a cache line is read or evicted
and the code triggers, we will wait up to 100 cycles. If the
error is caused by a particle strike, a detector will trigger.
Otherwise, it is a hard fault. In either case, correction will
be provided by the code when possible.

As one can see, using Error Codes+Detectors we can
detect all particle strikes, since detectors trigger timely and
therefore, latent particle strikes do not accumulate. In gen-
eral, error containment is achieved when the number of hard
faults in the cache line is strictly less than the error code de-
tection capability (1 for double error detection, 2 for triple
error detection). Error correction (of dirty lines) is achieved
when the number of hard faults in the cache line is strictly
less than the error code correction capability (O for single
error correction, 1 for double error correction).

The approach of Error Codes+Detectors is able to de-
tect all temporal particle strikes that cause bit upsets (i.e.,
with recoil energy > 10M eV'), whereas in the case of only
Error Codes the detection is limited by their detection ca-

pability. Moreover, Error Codes+Detectors provides better
error containment.

Interestingly, in a scenario where there is presence of 1
hard fault, SECDED codes with detectors provide the same
detection level as DECTED, at a much cheaper cost in area
and latency.

7. Conclusions

This paper presents a novel architecture that provides
particle strike detection with minimal hardware overhead
at no performance cost. We have introduced how to im-
plement acoustic wave detectors with cantilevers that can
easily be implemented in silicon. Then, we have proposed
a system based on TDOA measurements and hyperbolic
equations to precisely locate the particle strike. Finally, we
have discussed the impact of all design parameters on the
error area estimate.

We have shown how using acoustic wave detectors also
enables relaxing the requirements on error codes for pro-
tecting SRAM arrays. In future work, we plan to combine
them with mechanisms such as early writeback and check-
pointing and assess the trade-offs in terms of error detection,
recovery and performance cost. We will also explore how to
exploit their detection capabilities to cover the unprotected
logic elements in processors.
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